3. ON PHENOMENA OCCURRING CLOSE TO A WORLD LINE

“Sopra i fenomeni che avvengono in vicinanza di una linea oraria,”

**Note I.**

§ 1. In order to study phenomena which occur close to a world line, i.e., in nonrelativistic language, in a region of space in the spacetime manifold, even varying in time, but always very small compared with the divergences from Euclidean space, it would be convenient to find a particular frame such that close to the line being studied, the spacetime $ds^2$ will assume a simple form. In order to find such a frame, we must begin with some geometrical considerations.

Let there be given a line $L$ in a Riemannian manifold $V_n$ or in a manifold metrically connected in the sense of Weyl.\(^1\) Let us associate at every point $P$ of $L$ a direction $y$ perpendicular to $L$, with the rule that the direction $y + dy$, corresponding to the point $P + dP$, will be derived from that $y$ associated to $P$ in the following way: let $\eta$ be the direction tangent to $L$ at $P$; let $y$ and $\eta$ be parallel transported\(^2\) from $P$ to $P + dP$ and let $y + \delta y$ and $\eta + \delta \eta$ be the directions obtained in this way, which because of the fundamental properties of parallel transport will be still orthogonal. If $L$ is not geodesic $\eta + \delta \eta$ will not coincide with the direction $\eta + d\eta$ of the tangent to $L$ at $P + dP$, and these two directions at $P + dP$ will define a 2-dimensional subspace. Let us consider at $P + dP$ the element of the $S_{n-2}$ perpendicular to this subspace and let us rigidly rotate around this $S_{n-2}$ all the surrounding particle space until $\eta + \delta \eta$ is superposed on $\eta + d\eta$. Then $y + \delta y$ will be mapped to a position which we will consider to be the direction $y + dy$ relative to the point $P + dP$. It is clear that, arbitrarily fixing the direction $y$ at a point of $L$, an integration process will allow it to be obtained at any point of $L$.

Let us now look for the analytic expressions which translate the indicated operations to a Riemannian manifold, which coincide with those valid for a Weyl metric manifold as long as the “Eichung” is chosen such that the measure of a segment, which moves rigidly around $L$, will be constant. Let

$$\sum_{ik} g_{ik} dx^i dx^k \quad (i, k = 1, 2, \ldots n)$$

---

\(^{(*)}\) presented by the correspondent G. Armellini during the session of January 22, 1922.


and let \( y_i, y^{(i)}; \eta_i, \eta^{(i)} = dx_i/ds \) be the co- and contravariant systems of the directions \( y, \eta \). We will then have

\[
\frac{\delta \eta^{(i)}}{ds} = - \sum_{hl} \left\{ \frac{h}{l} \right\} \eta^{(h)} \frac{dx_l}{ds} = - \sum_{hl} \left\{ \frac{h}{l} \right\} \frac{dx_h}{ds} \frac{dx_l}{ds},
\]

and moreover

\[
\frac{d\eta^{(i)}}{ds} = \frac{dx_i}{ds} = \frac{d^2x_i}{ds^2}.
\]

Therefore one finds

\[
\frac{\delta \eta^{(i)}}{ds} - \frac{d\eta^{(i)}}{ds} = - \sum_{hl} \left\{ \frac{h}{l} \right\} \frac{dx_h}{ds} \frac{dx_l}{ds} = -C^i.
\]

The \( C^i \) are the contravariant components of the vector \( C \), the geodetic curvature, namely of a vector having the same orientation as the geodesic principal normal of \( L \) and a magnitude equal to its geodesic curvature. On the other hand one has

\[
\frac{\delta y^{(i)}}{ds} = - \sum_{hk} \left\{ \frac{h}{k} \right\} y^{(k)} \frac{dx_k}{ds}.
\]

Eq. (2), written for \( i = 1, 2, \ldots, n \) gives a system of \( n \) first order differential equations for the \( n \) unknowns \( y^{(1)}, y^{(2)}, \ldots, y^{(n)} \), which are therefore determined once the initial data are assigned. It would also be easy to formally verify from (3) that, if the initial values of the \( y^{(i)} \) satisfy the condition of perpendicularity to \( L \), such a condition will remain satisfied all along the line.

\[\text{§ 2.}\]

Let us now assign at a point \( P_0 \) of \( L \) \( n \) mutually orthogonal directions \( y_1, y_2, \ldots, y_n \) chosen at will, with the condition that \( y_n \) be tangent to \( L \). The directions \( y_1, y_2, \ldots, y_{n-1} \) will be perpendicular to \( L \), and we can transport them along \( L \) by using the law given in the preceding section, which clearly from its definition preserves their orthogonality. We are then in a position to associate with every point of \( L \) \( n \) mutually orthogonal directions, the last one of which is tangent to \( L \). Let us now consider our \( V_n \) embedded in a Euclidean \( S_N \) with a suitable number of
dimensions. We can take as coordinates of a point of $V_n$ the orthogonal Cartesian coordinates of its projection onto the $S_N$ tangent to $V_n$ at a generic point $P$ of $L$, having $P$ as the origin and the directions $y_1, y_2, \ldots, y_n$ relative to the point $P$ as directions. In terms of these coordinates, the line element of $V_n$ at $P$ can be written in the form $ds_p^2 = dy_1^2 + dy_2^2 + \cdots + dy_n^2$; in addition, they are geodesics at $P$, as one can immediately see. In other words, for the coordinates $y$ it is possible in a neighbourhood of $P$ to set $g_{ii} = 1$, $g_{ik} = 0$ ($i \neq k$), up to infinitesimals of order greater than the first. Obviously we shall have such a reference frame at every point of $L$. Let us consider now a point $Q_0$ of $V_n$ with coordinates $\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_{n-1}, 0$ in the reference frame corresponding to the point $P_0$ on $L$. For any other point $P$ of $L$ we can so determine a point $Q$ having in the frame corresponding to $P$ the same coordinates as $Q_0$ has in the frame corresponding to $P_0$. The point $Q$ will therefore trace out a line parallel to $L$. Now we want to find the relation between $ds_Q$ and $ds_P$, assuming that the point $Q$ is infinitely close to $P$. In order to do so, we note that the displacement transporting $Q$ to $Q + dQ$ is composed of the displacements denoted in §1 by $\delta$ and $d - \delta$, and that the first one gives $\delta s_Q = ds_P$ up to infinitesimals of greater order since it is a parallel displacement; the second one is a rotation, which gives $(d - \delta)s_Q = ds_P \mathbf{C} \cdot (Q - P)$, as is seen from §1, denoting by $\cdot$ the symbol of the scalar product, and with $Q - P$ the vector with origin at $P$ and endpoint at $Q$. Moreover, both $ds_Q$ and $(d - \delta)s_Q$ have the direction of the tangent to $L$. Hence, one has $ds_Q = \delta s_Q + (d - \delta)s_Q$; namely

$$ds_Q = ds_P [1 + \mathbf{C} \cdot (Q - P)].$$

(4)

The trajectories of the points $Q$ form a $(n-1)^{\text{ple}}$ infinity of lines, so at least with proper limitations through each point $M$ of $V_n$ will pass one of these lines; in this way, we can characterize $M$ through the coordinates of the point $Q$, $\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_{n-1}$ corresponding to the line passing through $M$, and the arclength $s_P$ of the line $L$ marked off from an arbitrarily chosen origin to that point $P$ corresponding to the $Q$ one coinciding with $M$.

If $M$ is infinitely close to $L$, $ds_Q$ will be perpendicular to the hypersurface $s_P = \text{constant}$. Thus one will have

$$ds_M^2 = ds_Q^2 + d\bar{y}_1^2 + d\bar{y}_2^2 + \cdots + d\bar{y}_{n-1}^2;$$

and taking into account (4),

$$ds_M^2 = [1 + \mathbf{C} \cdot (M - P)]^2 ds_Q^2 + d\bar{y}_1^2 + d\bar{y}_2^2 + \cdots + d\bar{y}_{n-1}^2.$$

(5)

As a result, in the neighborhood of $L$ we have found a very simple expression for $ds^2$.

**Note II.**

§ 3. Before passing to the physical application of the results obtained above, we still want to make some geometrical observations. First of all, it is clear that the previous considerations, and so also the formula (5) representing their conclusion,
which for any manifold whatsoever are only valid close to L, are instead completely rigorous for Euclidean spaces. So let us associate to the line L of Vₙ a line L* in a Euclidean space Sₙ, in which we indicate the orthogonal cartesian coordinates by xᵢ*. If we indicate with asterisks the symbols referring to the line L*, we can write for Sₙ the formula analogous to (5):

\[ ds_{S}^2 = [1 + C* \cdot (M* - P*)]^2 ds_P^2 + d\bar{y}_1^2 + d\bar{y}_2^2 + \cdots + d\bar{y}_{n-1}^2 ; \]  

(5*)

as in (5) C is a function of sp, so in (5*) C* is a function of sp*. Let K⁽¹⁾(1), K⁽²⁾(2), \cdots, K⁽ⁿ⁻¹⁾(n) be the contravariant components of C with respect to \( \bar{y}_1, \bar{y}_2, \cdots, \bar{y}_{n-1} \), and K⁽¹⁾(1)*, K⁽²⁾(2)*, \cdots, K⁽ⁿ⁻¹⁾(n)* those of C* with respect to the \( \bar{y}^* \). Let us try to determine L* in such a way that the functions K⁽ⁿ⁾(n)(sp*) become equal to the K⁽ⁿ⁾(sp). In order so, we shall begin by imposing that sp = sp*, i.e., by establishing between the points of L and L* a one-to-one correspondence preserving the arclength. We then note that K⁽ⁿ⁾(n) is the projection of C* on the rth direction of the line L. Namely, one has

\[ K⁽ⁿ⁾(n) = \sum_{i=1}^{n} y_i^{*} d^2 x_i^* \text{ } \text{ } (r = 1, 2, \cdots, n-1). \]  

(6)

The K⁽ⁿ⁾(n) are then known functions of sp. The condition K⁽ⁿ⁾(n) = K⁽ⁿ⁾(n)(sp) thus leads to the (n - 1) equations

\[ K⁽ⁿ⁾(sp) = \sum_{i=1}^{n} y_i^{*} d^2 x_i^* \text{ } \text{ } (r = 1, 2, \cdots, n-1). \]  

(7)

On the other hand, (3) once written for the Sₙ, gives us another n(n - 1) equations. If we add to these equations the following one

\[ ds_{S}^2 = dx_1^2 + dx_2^2 + \cdots + dx_n^2, \]  

(8)

we obtain a system of n - 1 + n(n - 1) + 1 = n² equations for the n² unknowns xᵢ*, yᵢ*, which can be used to express them in terms of sp. In this way we can determine the parametric equations xᵢ* = xᵢ*(sp) for L*. With that the formula (5*) becomes identical to (5), that is we have represented by applicability the neighborhood of the line L* onto that of L. In addition, since L* is in a Euclidean space, we can say that we have unfolded the neighborhood of L in a Euclidean space, i.e., we have found coordinates which are simultaneously geodesic at each point of L.

Note III.

§ 4. In order to show the application to the theory of relativity of the results obtained above, we shall assume that Vₙ is the V₄ spacetime and that L is a world line in whose neighborhood we want to study the phenomena. Setting ds²ₘ = ds² in (5) for the sake of brevity, one finds in this case:

\[ ds^2 = [1 + C \cdot (M - P)]^2 ds_P^2 + d\bar{y}_1^2 + d\bar{y}_2^2 + d\bar{y}_3^2. \]
To avoid the appearance of imaginary terms and to restore the homogeneity, it is convenient to make the following change of variables:

\[ s_P = \text{vt} \quad ; \quad \tilde{y}_1 = ix \quad ; \quad \tilde{y}_2 = iy \quad ; \quad \tilde{y}_3 = iz \quad , \]

where \( v \) is a constant with dimensions of a velocity, so that \( t \) has the dimensions of time. Thus one obtains

\[ ds^2 = a \, dt^2 - dx^2 - dy^2 - dz^2 \quad , \]  

(9)

where

\[ a = v^2[1 + C \cdot (M - P)]^2 \quad . \]  

(10)

Hereafter, we refer to the space \( x, y, z \) using the ordinary symbols of vector calculus. And it is just in this sense that the scalar product which enters in (10) can be understood, provided that \( C \) is considered as the vector whose components are the covariant components of the geodesic curvature of the world line \( x = y = z = 0 \), and \( M - P \) is the vector with components \( x, y, z \). We will call \( x, y, z \) spatial coordinates, and \( t \) time. Sometimes for uniformity we will write \( x_0, x_1, x_2, x_3 \) in place of \( t, x, y, z \), and we will also denote the coefficients of the quadratic form (9) by \( g_{ik} \).

§ 5. Let\(^3\) \( F_{ik} \) be the electromagnetic field and \( (\varphi_0, \varphi_1, \varphi_2, \varphi_3) \) the first rank tensor “potential” of \( F_{ik} \), such that \( F_{ik} = \varphi_{i,k} - \varphi_{k,i} \). We set \( \varphi_0 = \varphi \) and call \( u \) the vector with components \( \varphi_1, \varphi_2, \varphi_3 \). First of all, we have:

\[ \begin{align*}
F_{01} &= \text{grad} \varphi - \frac{\partial u}{\partial t} , \\
F_{02} &= -\text{curl} u , \\
F_{03} &= -F_{23} , \\
F_{23} &= -\frac{\partial u}{\partial t} , \\
F_{31} &= -\text{curl} u , \\
F_{12} &= 0 , \\
F_{12} &= -F_{21} ;
\end{align*} \]

analogously

\[ \begin{align*}
F^{(01)} &= \frac{1}{a} \left( -\text{grad} \varphi + \frac{\partial u}{\partial t} \right) , \\
F^{(02)} &= -\text{curl} u , \\
F^{(03)} &= F^{(23)} , \\
F^{(23)} &= -\frac{\partial u}{\partial t} , \\
F^{(31)} &= -\text{curl} u , \\
F^{(12)} &= 0 , \\
F^{(12)} &= -F^{(21)} ,
\end{align*} \]

so that

\[ \frac{1}{4} \sum_{ik} F_{ik} F^{(ik)} = \frac{1}{2} \left\{ \text{curl}^2 u - \frac{1}{a} \left( -\text{grad} \varphi + \frac{\partial u}{\partial t} \right)^2 \right\} \quad . \]

Let \( d\omega \) be the hypervolume element of \( V_4 \). We will have

\[ d\omega = \sqrt{-|g_{ik}|} \, dx_0 \, dx_1 \, dx_2 \, dx_3 = \sqrt{a} \, dt \, d\tau \quad , \]

(3)

---

\(^3\)See Weyl, op. cit., pp. 186 and 208 for the notation and the Hamiltonian derivation of the laws of physics.
where \( d\tau = dx
dy
dz \) is the volume element of the space.

One also has:

\[
\sum \varphi_i dx_i = \varphi dx + \mathbf{u} \cdot dM , \quad dM = (dx, dy, dz) .
\]

Apart from the action of the metric field, whose variation is zero since we consider it as given a priori by (9), the action will assume the following form:

\[
W = \frac{1}{4} \int \omega \sum_{ik} F_{ik} F^{(ik)} d\omega + \int e \int \varphi_i dx_i + \int m \int dm \int ds ,
\]

where \( \rho, k \) are respectively the density of electricity and of matter, so that \( de = \rho d\tau, \quad dm = k d\tau \), \( \mathbf{V}_L \) is the velocity of the electric charges, \( \mathbf{V}_M \) that of the masses.

The integrals on the right hand side can be extended to an arbitrary field \( \tau \) between any two times \( t_1, t_2 \). Then one has the constraint that on the boundary of the field \( \tau \), and for the two times \( t_1, t_2 \), all variations are zero.

Apart from these conditions, the variations of \( \varphi \) and of \( \mathbf{u} \) are completely arbitrary. Further conditions can be imposed on the variations of \( x, y, z \) thought of as coordinates of an element of charge or mass, expressing the constraints of the specific problem under consideration. Then writing that \( dW \) vanishes for any variation \( \delta \varphi \) whatsoever, one finds

\[
0 = - \int \left( \nabla \varphi - \frac{\partial \mathbf{u}}{\partial t} \right) \cdot \delta \nabla \varphi \frac{d\tau dt}{\sqrt{a}} + \int \delta \varphi \rho dt d\tau .
\]

Transforming the first integral by a suitable application of Gauss’s theorem, and taking into account that \( \delta \varphi \) vanishes at the boundary, we find

\[
0 = \int \delta \varphi \left\{ \rho + \text{div} \left[ \frac{1}{\sqrt{a}} \left( \nabla \varphi - \frac{\partial \mathbf{u}}{\partial t} \right) \right] \right\} dt d\tau ,
\]

and since \( \delta \varphi \) is arbitrary, we obtain the equation

\[
\rho + \text{div} \left[ \frac{1}{\sqrt{a}} \left( \nabla \varphi - \frac{\partial \mathbf{u}}{\partial t} \right) \right] = 0 .
\]

Analogously, taking the variation of \( \mathbf{u} \), one finds

\[
\rho \mathbf{V}_L + \text{curl} \left( \sqrt{a} \text{curl} \mathbf{u} \right) - \frac{\partial}{\partial t} \left[ \frac{1}{\sqrt{a}} \left( \nabla \varphi - \frac{\partial \mathbf{u}}{\partial t} \right) \right] = 0 .
\]
These last two equations allow us to determine the electromagnetic field, once the charges and their motion are given.

Another set of equations can be obtained by varying the trajectories of the charges and masses in $W$. Let $\delta P_M$ be the variation of the trajectory of the masses, $\delta P_M$ that of the charges. Moreover, since $u$ is a vector function of a point and $V$ a vector, let us denote by $(\partial u/\partial P)(V)$ the vector with components $\frac{\partial u_x}{\partial x} V_x + \frac{\partial u_y}{\partial y} V_y + \frac{\partial u_z}{\partial z} V_z$, and so on. Now, writing that the variation of $W$ is zero, one finds through the usual methods:

$$\int \int \left( \delta P_M \cdot \nabla \varphi - \delta P_L \left( \frac{\partial u}{\partial t} + \frac{\partial u}{\partial P}(V_L) \right) + V_L \cdot \frac{\partial u}{\partial P}(\delta P_L) \right) \rho \, dt \, d\tau$$

$$+ \int \int \delta P_M \cdot \left\{ \frac{dt}{ds} \nabla a + \frac{d}{dt} \left( \frac{dt}{ds} V_M \right) \right\} k \, dt \, d\tau = 0 \quad (14)$$

If the $\delta P$'s at a given time do not depend from their values at other times, the coefficient of $dt$ in (14) must be zero. So one finds:

$$\int \left\{ \delta P_M \cdot \nabla \varphi - \delta P_L \left[ \frac{\partial u}{\partial t} + \frac{\partial u}{\partial P}(V_L) \right] + V_L \cdot \frac{\partial u}{\partial P}(\delta P_L) \right\} \rho \, d\tau$$

$$+ \int \int \delta P_M \cdot \left\{ \frac{1}{2} \frac{dt}{ds} \nabla a + \frac{d}{dt} \left( \frac{dt}{ds} V_M \right) \right\} k \, d\tau , \quad (15)$$

which has to be satisfied for all systems of $\delta P$ satisfying the constraints.

Pisa, March 1921.